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Equalities

. Euclidean norm

)3 = "

. Expanding the squared norm of the sum of two vectors

&+ yl3 = zll5 + 22 "y + [|yll3-

. Singular value decomposition
X=US8SVT,
where U and V are orthogonal matrices and S is diagonal.

. Orthogonal matrix
U'vU=UU"=1

. Trace identity
Tr(AB) = Tr(BA).
Inequalities

. Any norm || - || satisfies

(a) Positive homogeneity
laz|| = |a||z]].

(b) Triangular inequality
Il = llyll < llz +yll < llzll + [yl

(¢) Zero means zero
lz]| =0 = =z=0.
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(d) Positivity
|| = 0.

(implied by the positive homogeneity and the triangular inequality).

Euclidean norm is dual to itself
x'y < [lz]2]yl2.
f - and /1-norms are dual to each other

x'y < |zllyl,

where [[@]|oc = max; [z;| and [yl = 325, |v;l-

Compatibility between ¢; and {2 (Euclidean norm): if @ is k-sparse (only

k non-zero entries), then

Izl < VE|z]l2.

Euclidean norm increases when adding two orthogonal vectors: if & "y =

0,
2]z < llz+yllz and [lyllz <[le+yll

Probability theory

Linearity of expectation
ElaX + bY] = aE[X] + DE[Y].
Reproducibility of Gaussian: if X, Y ~ N(0,c?),
aX +bY ~ N(0, (a* + b*)o?).
Gaussian covariance: if  ~ N(0,X),

Elzz'] = X.

Union bound: the probability of any of the n events F1, ...

is bounded by the sum of the probabilities:
P(UL E;) <> P(E)).
i=1

Max of Gaussians: let z; ~ N(0,07) (j =1,...,p), then

, B, being true

2
Pr <max|zj| > 2R\/logp> < — where R :=maxo;.
J p

In other words, with probability at least 1 — 2/p, we have

max |z;| < 2R+/logp.
J

J



