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• What is learnable?

• With how many samples?



Statistical No Free Lunch

• Theorem: For any domain 𝒳 of size 𝒳 and any learning rule 𝐴, there exists a 
source distribution 𝒟 with ℙ𝑥,𝑦~𝒟 𝑓 𝑥 = 𝑦 = 1 for some 𝑓:𝒳 → {±1}, 

such that for 𝑚 <
𝒳

2
,

𝔼𝑆∼𝒟𝑚 𝐿𝒟 𝐴 𝑆 ≥
1

4

(and so w.p.≥ 1/7, 𝐿𝒟 𝐴 𝑆 ≥ 1/8)

• Conclusion: For an infinite domain 𝒳, for any learning rule 𝐴 and any sample 
size 𝑚, there exists a source distribution and 𝑓 as above such that

𝔼𝑆∼𝒟𝑚 𝐿𝒟 𝐴 𝑆 ≥
1

4



Statistical No Free Lunch—
Stronger Statement

• For a finite domain 𝒳, 𝒴 = {±1}, and 𝑓:𝒳 → 𝒴, denote 𝒰𝑓 the source 
distribution s.t.:

• 𝑥 is uniform over 𝒳

• 𝑦 = 𝑓(𝑥) with probability one

• Consider a uniform distribution over 𝑓:𝒳 → 𝒴
(i.e. for each 𝑥 set 𝑓 𝑥 = ±1 w.p. 1/2, independent of all other values)

• Theorem: For any learning rule 𝐴 and any sample size 𝑚,
1

2
−

𝑚

2 𝒳
≤ 𝔼𝑓𝔼𝑆∼𝒰𝑓

𝑚 𝐿𝒰𝑓
𝐴 𝑆 ≤

1

2
+

𝑚

2|𝒳|



Statistical No Free Lunch: Proof
• Define:

“𝑆 is consistent with 𝑓” if ∀ 𝑥𝑖,𝑦𝑖 ∈𝑆𝑓 𝑥𝑖 = 𝑦𝑖

“𝑆 is self-consistent” if it is consistent with some 𝑓 (i.e. if 𝑥𝑖 = 𝑥𝑗 then 𝑦𝑖 = 𝑦𝑗)

• For any learning rule 𝐴, and any self-consistent sample 𝑆:

𝔼𝑓 𝐿𝒰𝑓
𝐴 𝑆 | 𝑆 cons with 𝑓 = 𝔼𝑓

1

𝒳
 𝑥 𝐴 𝑆 𝑥 ≠ 𝑓 𝑥 | 𝑆 cons with 𝑓

=
1

𝒳
 

𝑥 appears in 𝑆

𝐴 𝑆 𝑥 ≠ 𝑓 𝑥 +  

𝑥∉𝑆

ℙ𝑓 𝐴 𝑆 𝑥 ≠ 𝑓 𝑥 =
1

2
±

𝑚′

2 𝒳

• And so:

𝔼𝑓𝔼𝑆∼𝒰𝑓
𝑚 𝐿𝒰𝑓

𝐴 𝑆 = 𝔼𝑓𝔼self−cons 𝑆 𝐿𝒰𝑓
𝐴 𝑆 | 𝑓 cons with 𝑆

= 𝔼self−cons 𝑆𝔼𝑓 𝐿𝒰𝑓
𝐴 𝑆 | 𝑓 cons with 𝑆 =

1

2
±

𝑚

2 𝒳

1/2

|{𝑥|𝑥 appears in 𝑆}|

QED



Learning

• No Free Lunch:
• Without assuming anything on 𝑓, can’t do any better 

than memorization

• For a random 𝑓, all learning rules essentially the same

• If we assume 𝑓 ∈ ℋ, with 𝓗 known, or just want 
to compete with ℎ ∈ ℋ, we can learn with 
𝑂 VCdim ℋ samples



VC Learning Guarantees

• Theorem: For any hypothesis class ℋ:

∀𝑆∼𝒟𝑚
𝛿 , 𝐿𝒟

 ℎ ≤ 𝐿𝑆
 ℎ + 𝑂

VCdim(ℋ) + log  1 𝛿
𝑚

• Conclusion: If VCdim ℋ < ∞ then ℋ is agnostically PAC learnable using 
𝐸𝑅𝑀ℋ with sample complexity

𝑚 𝜖, 𝛿 ≤ 𝑂
VCdim(ℋ) + log 1/𝛿

𝜖2

I.e., for any 𝒟, w.p. ≥ 1 − 𝛿 over 𝑆 ∼ 𝒟𝑚(𝜖,𝛿), 𝐿𝒟 𝐸𝑅𝑀ℋ 𝑆 ≤ inf
ℎ∈ℋ

𝐿𝒟 ℎ + 𝜖



VC Dimension

• 𝐶 = 𝑥1, … , 𝑥𝑚 is shattered by ℋ if we can get all 2𝑚

behaviors:

∀𝑦1,…,𝑦𝑚∈±1, ∃ℎ∈𝐻 s.t. ∀𝑖ℎ 𝑥𝑖 = 𝑦𝑖

• The VC-dimension of ℋ is the largest number of points that 
can be shattered by ℋ



VC-Dimension: Examples

• Circles in ℝ2: ℋ = ℎ𝑐,𝑟 𝑥 = 𝑥 − 𝑐 ≤ 𝑟 | 𝑐 ∈ ℝ2, 𝑟 ∈ ℝ
• Can shatter 3 points

• Circles and their complement
• Can shatter 4 points 

• Circles around origin: ℋ = ℎ𝑐,𝑟 𝑥 = 𝑥 ≤ 𝑟 | 𝑟 ∈ ℝ
• Can shatter only 1 point

• Axis aligned ellipses: 

ℋ = ℎ𝑐,𝑟 1 ,𝑟 2 𝑥 =
𝑥 1 − 𝑐 1 2

𝑟 1 2
+

𝑥 2 − 𝑐 2 2

𝑟 2 2
≤ 1 | 𝑐 ∈ ℝ2, 𝑟 1 , 𝑟 2 ∈ ℝ

• Can shatter 4 points

• General ellipses
• Can shatter 5 points

• Upper bounds?



VC dim of Homogenous Half Spaces
ℋ𝜙 = 𝑤,𝜙 𝑥 ≥ 0 | 𝑤 ∈ ℝ𝑑 , 𝜙:𝒳 → ℝ𝑑

• Can shatter the d points: 𝑒1, … , 𝑒𝑑.  Use 𝑤 = (𝑦1, 𝑦2, … , 𝑦𝑑).

• Claim: can’t shatter any set of d+1 points
• For any d+1 points 𝑥1, … , 𝑥𝑑+1, there must be some linear dependency:

 

𝑖

𝑎𝑖𝑥𝑖 = 0

• Let 𝐼 = {𝑖|𝑎𝑖 > 0}, 𝐽 = {𝑗|𝑎𝑗 < 0}

• At least one coefficient is non-zero.  By negating all coefficients if necessary, can 
assume without loss of generality that 𝐽 is non-empty.

• Consider labeling where 𝑦𝑖 = +1 for 𝑖 ∈ 𝐼 and 𝑦𝑗 = −1 for 𝑗 ∈ 𝐽 (and arbitrary label 
for points not in either one).

• The linear predictor 𝑤 that attains this labeling satisfies:

0 ≤  

𝑖∈𝐼

𝑎𝑖 𝑤, 𝑥𝑖 = 𝑤, 

𝑖∈𝐼

𝑎𝑖𝑥𝑖 = − 𝑤, 

𝑗∈𝐽

𝑎𝑗𝑥𝑗 = − 

𝑗∈𝐼

𝑎𝑗 𝑤, 𝑥𝑗 < 0

• Conclusion: VCdim ℋ𝜙 = 𝑑



Half Space Representations

• Theorem: for a hypothesis class ℋ, if there exists 𝜙:𝒳 → ℝ𝐷 s.t.
ℋ ⊆ ℋ𝜙,

i.e. s.t. every hypothesis ℎ ∈ ℋ can we written as
ℎ 𝑥 = sign 𝑤ℎ, 𝜙(𝑥) for some 𝑤ℎ ∈ ℝ𝐷, then VCdim ℋ ≤ 𝐷.

• Example: non-homogenous half-spaces over ℝ𝑑, use 𝐷 = 𝑑 + 1 with 
 𝜙 𝑥 = 𝜙 𝑥 , 1 .



Half Space Representation: Circles

ℎ𝑎,𝑟 𝑥 = 𝑥 1 − 𝑎 1 2 + 𝑥 2 − 𝑎 2 2 ≤ 𝑟2

= 𝑥 1 2 − 2𝑎 1 𝑥 1 + 𝑎 1 2 + 𝑥 2 − 𝑎 2 𝑥 2 + 𝑎 2 ≤ 𝑟2

= sign −𝑥 1 2 − 𝑥 2 2 + 2𝑎 1 𝑥 1 + 2𝑎 2 𝑥 2 + 𝑟2 − 𝑎 1 2 − 𝑎 2 2

= sign 𝑤𝑎,𝑟 , 𝜙 𝑥

𝜙 𝑥 = −𝑥 1 2 − 𝑥 2 2, 𝑥 1 , 𝑥 2 , 1
𝑤𝑎,𝑟 = 1,2𝑎 1 , 2𝑎 2 , 𝑟2 − 𝑎 1 2 − 𝑎 2 2

• Conclusion: VCdim ≤ 4

• Why not tight?

• If we allow 𝑤 1 < 0, we get circles and their complement, and a tight bound 
on its VCdim



Half Space Representation

• Axis-aligned ellipses (and their complement):
𝜙 𝑥 = ( 𝑥 1 2, 𝑥 2 2, 𝑥 1 , 𝑥 2 , 1)

• Conic cuts (including all ellipses):
𝜙 𝑥 = ( 𝑥 1 2, 𝑥 2 2, 𝑥 1 𝑥 2 , 𝑥 1 , 𝑥 2 , 1)

• Degree-k polynomials over ℝ2:
𝜙 𝑥 = (𝑥 1 𝑘 , 𝑥 1 𝑘−1𝑥 2 1, 𝑥 1 𝑘−2𝑥 2 2, … , 𝑥 1 1𝑥 2 𝑘−1, 𝑥 2 𝑘 ,
𝑥 1 𝑘−1, 𝑥 1 𝑘−2 𝑥 2 1

, … , 𝑥 2 𝑘−1,
𝑥 1 𝑘−2, …
𝑥 1 2, 𝑥 1 𝑥 2 , 𝑥 2 2,
𝑥 1 , 𝑥 2 , 1) ∈ ℝ 𝑘+1 𝑘/2

• Degree-k polynomials over ℝ𝑑: 𝜙 𝑥 ∈ ℝ
𝑑+𝑘−1

𝑘  𝐷 = 𝑂 𝑑𝑘



VCdim always = #params? 

𝒳 = ℝ ℋ = ℎ𝜃,𝜈 𝑥 = sign sin 𝜈𝑥 + 𝜃 | 𝜈, 𝜃 ∈ ℝ

• Claim: VCdim ℋ = ∞

• Proof: consider the infinite set of points 𝑥𝑖 = 10−𝑖
𝑖=1,2,…

. Any 

labeling 𝑦1, 𝑦2, … is attained by 𝜃 = 0 and:

𝜈 = 𝜋 1 −  

𝑖=1

∞
𝑦𝑖

2𝑥𝑖



Probably Approximately Correct (PAC)

• Definition: A hypothesis class ℋ is  agnostically PAC-Learnable if there 

exists a learning rule 𝐴 such that ∀𝜖, 𝛿 > 0, ∃𝑚 𝜖, 𝛿 , ∀𝒟, ∀
𝑆∼𝒟𝑚 𝜖,𝛿
𝛿 ,

𝐿𝒟 𝐴 𝑆 ≤ inf
ℎ∈ℋ

𝐿𝒟 ℎ + 𝜖

• Sample complexity of a learning rule:
𝑚𝐴,ℋ 𝜖, 𝛿 = min𝑚 𝑠. 𝑡. ∀𝒟, ∀

𝑆∼𝒟𝑚 𝜖,𝛿
𝛿 , 𝐿𝒟 𝐴 𝑆 ≤ inf

ℎ∈ℋ
𝐿𝒟 ℎ + 𝜖

• Sample complexity for learning a hypothesis class:
𝑚ℋ 𝜖, 𝛿 = min

𝐴
𝑚𝐴,ℋ 𝜖, 𝛿

• What hypothesis classes are learnable?

• What controls the sample complexity?



Probably Approximately Correct (PAC)

• Definition: A hypothesis class ℋ is  agnostically PAC-Learnable if there 

exists a learning rule 𝐴 such that ∀𝜖, 𝛿 > 0, ∃𝑚 𝜖, 𝛿 , ∀𝒟, ∀
𝑆∼𝒟𝑚 𝜖,𝛿
𝛿 ,

𝐿𝒟 𝐴 𝑆 ≤ inf
ℎ∈ℋ

𝐿𝒟 ℎ + 𝜖

• Sample complexity of a learning rule:
𝑚𝐴,ℋ 𝜖, 𝛿 = min𝑚 𝑠. 𝑡. ∀𝒟, ∀

𝑆∼𝒟𝑚 𝜖,𝛿
𝛿 , 𝐿𝒟 𝐴 𝑆 ≤ inf

ℎ∈ℋ
𝐿𝒟 ℎ + 𝜖

• Sample complexity for learning a hypothesis class:
𝑚ℋ 𝜖, 𝛿 = min

𝐴
𝑚𝐴,ℋ 𝜖, 𝛿

• Finite classes are PAC-learnable, with 𝑚𝐸𝑅𝑀,ℋ 𝜖, 𝛿 = 𝑂
log ℋ +log  1 𝛿

𝜖2

• VC classes are PAC-learnable, with 𝑚𝐸𝑅𝑀,ℋ 𝜖, 𝛿 = 𝑂
VCdim(ℋ)+log  1 𝛿

𝜖2

• Can a class with infinite VC-dimension be learnable?



VC Dimension: Converse

• Suppose VCdim ℋ = 𝐷.  Might it be possible to learn with 𝜔(𝐷) samples?

• There exists 𝐷 points 𝒳′ = {𝑥1, 𝑥2, … , 𝑥𝐷} that are shattered by ℋ

• Restricting attention only of 𝒳′, ℋ does not constrain us at all, and we can 
apply the No Free Lunch Theorem on 𝒳′.

I.e., we consider distributions 𝒟ℎ where 𝑥 is uniform on 𝒳‘, and 𝑦 = ℎ(𝑥)
w.p. 1, for ℎ ∈ ℋ (recall this allows any labeling on 𝒳‘)

• Conclusion: for any learning rule 𝐴, there exists a distribution 𝒟ℎ and ℎ ∈ ℋ

with 𝐿𝒟ℎ
ℎ = 0, s.t. with 𝑚 < 𝐷/2 samples, w.p. ≥ 1/7, 𝐿𝒟ℎ

𝐴 𝑆 ≥ 1/8.

𝑚ℋ  1 8 ,  6 7 ≥ VCdim(ℋ)/2



Fundamental Theorem of
Statistical Learning Theory

• If VCdim ℋ < ∞ then ℋ is agnostic-PAC learnable with sample complexity

Ω
VCdim ℋ + log 1/𝛿

𝜖2 ≤ 𝑚ℋ 𝜖, 𝛿 ≤ 𝑚ℋ,𝐸𝑅𝑀(𝜖, 𝛿) ≤ 𝑂
VCdim ℋ + log 1/𝛿

𝜖2

• If ℋ is PAC-learnable using any learning rule, even in the realizable case, i.e. even if 
only when ∃ℎ∈ℋ𝐿 ℎ = 0, then it must have finite VC-dimension.

• In the realizable case, the sample complexity is

Ω
VCdim ℋ + log 1/𝛿

𝜖
≤ 𝑚ℋ 𝜖, 𝛿 ≤ 𝑂

VCdim ℋ log1/𝜖 + log 1/𝛿

𝜖

Note: in homework, you will only show 𝑚ℋ,𝐸𝑅𝑀(𝜖, 𝛿) ≤ 𝑂
VCdim ℋ log 1/𝜖+log 1/𝛿

𝜖2



Implications of
Fundamental Theorem

• Exact characterization of what is learnable

• Tight understanding of sample complexity
• #samples ∝ VC-dimension ≈ #parameters
• Once we can’t explain everything (fit every possible behavior), we start 

learning

• One learning rule to rule them all: ERM

Leslie Valiant

Question: Harvard, 1984 Answer: Moscow, 1971

Alexey
Chervonenkis

Vladimir
Vapnik



Implications of
Fundamental Theorem

• Exact characterization of what is learnable

• Tight understanding of sample complexity
• #samples ∝ VC-dimension ≈ #parameters
• Once we can’t explain everything (fit every possible behavior), we start 

learning

• One learning rule to rule them all: ERM

But:

• What about computation? Can we implement ERM?
• Valiant’s actual question: what is efficiently PAC learnable?

• Other forms of prior knowledge beyond “captured by ℋ"



Non-Uniform Bias
• Up until now: “flat” prior on ℋ—every ℎ ∈ ℋ equally likely

• Instead: “Prior” 𝑝(ℎ) encodes bias

𝑝:ℋ → 0,1 (or 𝑝:𝒴𝒳 → [0,1]),  ℎ 𝑝 ℎ ≤ 1

• Expert says higher 𝑝(ℎ) more likely (e.g. relying on “better” features)

• Bias toward simpler predictors; 𝑝(ℎ) encodes “simplicity”

• Bias toward “shorter” explanations; 𝑝(ℎ) encodes “description length”

William of Occam
(1287-1347)

Occam’s Razor: “A short explanation is 
preferred over a longer one”

Ptolemy
(90-168)

Aristotle
(384-322 BC)

Maimonides
(1138-1204)

We said it first!



Bias to Shorter Description
𝑝:𝒴𝒳 → [0,1]  ℎ 𝑝 ℎ ≤ 1

• Based on length of (prefix-ambiguous) description 𝑑 ℎ
• 𝑑:ℋ → 0,1 ∗, 𝑑(ℎ) is never a prefix of 𝑑(ℎ′) for any ℎ, ℎ′

• 𝑝 ℎ = 2− 𝑑 ℎ

• Kraft Inequality:  
1

2 𝑑 ℎ =  𝑝 ℎ ≤ 1

• Based on c: 𝑈 → 𝒴𝒳 (e.g. python code↦function it implements)
• Set of prefix-ambiguous “legal programs” 𝑈 ⊂ 0,1 ∗

• 𝑝 ℎ = 2
− min

𝑐 𝜎 =ℎ
𝜎

(can think of: 𝑑 ℎ = arg min
𝑐 𝜎 =ℎ

𝜎 )

• Minimum Description Length learning rule:

𝑀𝐷𝐿𝑝 𝑆 = arg max
𝐿𝑆 ℎ =0

𝑝(ℎ) = arg min
𝐿𝑆 ℎ =0

|𝑑 ℎ |

Kolmogorov Complexity
Andrei

Kolmogorov
(1903-1987)

Ray
Solomonoff
(1926-2009)



MDL and Non-Uniform Concentration

• Recall: for any ℎ, 𝑃𝑆 𝐿𝑆 ℎ − 𝐿 ℎ ≥
log 2/𝛿

2𝑚
≤ 𝛿

• Set 𝛿ℎ = 𝑝 ℎ ⋅ 𝛿 :

𝑃 ∃ℎ 𝐿𝑆 ℎ − 𝐿 ℎ ≥
log 2/𝛿ℎ

2𝑚
≤  ℎ 𝛿ℎ =  ℎ 𝑝 ℎ 𝛿 ≤ 𝛿

• Conclusion: w.p. ≥ 1 − 𝛿, for all ℎ concurrently,

𝐿 ℎ ≤ 𝐿𝑆 ℎ +
− log 𝑝 ℎ + log 2/𝛿

2𝑚

• If 𝐿 ℎ∗ = 0 for some ℎ∗, we necessarily also have 𝐿𝑆 ℎ∗ = 0 and so:

𝐿𝑆 𝑀𝐷𝐿𝑝 𝑆 = 0, 𝑝 𝑀𝐷𝐿𝑝 𝑆 ≥ 𝑝(ℎ∗)

• Conclusion:

𝐿 𝑀𝐷𝐿𝑝 𝑆 ≤
− log 𝑝 ℎ∗ + log 2/𝛿

2𝑚

log 2/(𝑝 ℎ 𝛿)

2𝑚
=

log 1/𝑝(ℎ)+log 2/𝛿

2𝑚

Minimized by MDL



MDL and Universal Learning
• Theorem: For any prior 𝑝(ℎ),  ℎ 𝑝(ℎ) ≤ 1 (e.g. 𝑝 ℎ = 2−|𝑑 ℎ |) 

for a prefix-ambiguous 𝑑(ℎ)), and any source distribution 𝒟, if 
there exists ℎ∗ with 𝐿 ℎ∗ = 0, then w.p. ≥ 1 − 𝛿 over 𝑆 ∼ 𝒟𝑚:  

𝐿 𝑀𝐷𝐿𝑝 𝑆 ≤
− log 𝑝 ℎ∗ + log 2/𝛿

2𝑚
=

|𝑑 ℎ∗ | + log 2/𝛿

2𝑚

• Sample complexity: 𝑚 = 𝑂
𝑑 ℎ∗

𝜖2 (more careful analysis: 𝑂
𝑑 ℎ∗

𝜖
)

• Can learn any countable class!

• Class of all computable functions, with 𝑝 ℎ = 2
− min

𝑐 𝜎 =ℎ
𝜎

.

• Class enumerable with 𝑛:ℋ → ℕ with 𝑝 ℎ = 2−𝑛 ℎ

• But VCdim(all computable functions)=∞ !

• Why no contradiction to Fundamental Theorem?


