Note: You may discuss these problems in groups. However, you must write up your own solutions and mention the names of the people in your group. Also, please do mention any books, papers or other sources you refer to. It is recommended that you typeset your solutions in \LaTeX.

1. One sided Chebyshev? [8]

Recall that for a real-valued random variable \(Z\) with mean \(\mu\) and variance \(\sigma^2\), Chebyshev’s inequality shows that

\[
P[|Z - \mu| \geq c] \leq \frac{\sigma^2}{c^2}.
\]

Note that the above bound does not say anything when \(c \leq \sigma\). Prove the following one-sided variant of Chebyshev’s inequality for any real-valued random variable with mean \(\mu\) and variance \(\sigma^2\):

\[
P[Z - \mu \geq c] \leq \frac{\sigma^2}{c^2 + \sigma^2}.
\]

Note that this bound is meaningful even when \(c \in [0, \sigma]\).
(Hint: First bound the probability that \(P[Z + t - \mu \geq c + t]\).)

2. Dominating sets. [2+2+6]

Given a graph \(G = (V, E)\) and a set \(U \subseteq V\), a set \(S\) is said to be a dominating set for \(U\), if for each \(i \in U\), \(S\) contains \(i\) or some neighbor of \(i\).

For a graph \(G\) with \(n\) vertices, let \(U\) be a subset of vertices such that all vertices in \(U\) have degree at least \(d\). Consider picking a random set \(S_1\) by including each vertex in \(V\) independently with probability \(p\).

(a) What is \(E[|S_1|]\)?

(b) For a fixed vertex \(i \in U\), what is the probability that neither \(i\) nor any of its neighbors are included in \(S_1\)?

(c) Use the above to show that there exists a dominating set for \(U\) of size at most

\[n \cdot \left(\frac{1+\ln(d+1)}{(d+1)}\right)\].
3. **Approximating continuous functions.**

In this exercise, we will prove Weierstrass’s approximation theorem, which says that every continuous function on $[0, 1]$ can be approximated to any desired degree of accuracy, using a polynomial of high enough degree. Here we outline Bernstein’s proof of the theorem using probabilistic methods.

Let $f : [0, 1] \to \mathbb{R}$ be a uniformly continuous function i.e., $\forall \varepsilon > 0$, there exists a $\delta > 0$ such that

$$\forall x, y \in [0, 1] \quad |x - y| < \delta \Rightarrow |f(x) - f(y)| < \varepsilon.$$  

We will show that for any desired $\varepsilon > 0$, we can find a polynomial $p$ such that $\forall x \in [0, 1], |f(x) - p(x)| \leq \varepsilon$. We will prove this by approximating the given input $x$ by an average of $n$ coin tosses, where each coin comes up heads (equals 1) with probability $x$.

**Formally, let**

$$Z = X_1 + \cdots + X_n,$$

where each $X_i = 1$ independently with probability $x$ and 0 otherwise.

(a) Calculate $E \left[ \frac{Z}{n} \right]$ and $\text{Var} \left[ \frac{Z}{n} \right]$.

(b) Show that for each $k \in \{0, \ldots, n\}$, $P[Z = k]$ can be written as a polynomial in $x$ of degree at most $n$.

(c) Consider the expression

$$p(x) = \sum_{k=0}^{n} P[Z = k] \cdot f \left( \frac{k}{n} \right) = E \left[ f \left( \frac{Z}{n} \right) \right].$$  

By the previous part, this is a polynomial in the variable $x$ of degree at most $n$ (the values of $f$ at different points in the expression do not depend on $x$). Let $\delta > 0$ be such that $\forall x, y \in [0, 1], |x - y| < \delta \Rightarrow |f(x) - f(y)| < \varepsilon/2$. Define the event

$$E_x \equiv \left\{ \left| \frac{Z}{n} - x \right| \geq \delta \right\},$$

and let $M = \sup_{x \in [0, 1]} |f(x)|$. Show that for any $x \in [0, 1]$

$$|f(x) - p(x)| \leq \frac{\varepsilon}{2} \cdot P[E_x^c] + 2M \cdot P[E_x].$$

(d) Use Chebyshev’s inequality to bound $P[E_x]$ in terms of $x$, $n$, and $\delta$.

(e) Using the above bound, find the least $n$ such that for all $x \in [0, 1], P[E_x] \leq \frac{\varepsilon}{4M}$.

Note that the above gives a polynomial $p$ of degree at most $n$ such that $\forall x \in [0, 1]$, we have $|f(x) - p(x)| < \varepsilon$. 


Recall that in the class we proved that if a matrix \( A \in \mathbb{R}^{k \times n} \) satisfies that

\[
\| A^{(i)} \| = 1 \quad \forall i \in [n] \quad \text{and} \quad \left| \langle A^{(i)}, A^{(j)} \rangle \right| \leq \eta \quad \forall i \neq j, \ i, j \in [n],
\]

then \( A \) satisfies the restricted isometry property with parameters \( (s, (s - 1) \cdot \eta) \). In this problem we will construct such matrices randomly. Let \( A \in \mathbb{R}^{k \times n} \) be a random matrix where each entry \( A_{ij} \) is chosen independently as

\[
A_{ij} = \begin{cases} 
1/\sqrt{k} & \text{with probability } 1/2 \\
-1/\sqrt{k} & \text{with probability } 1/2
\end{cases}
\]

(a) Show that for each column \( A^{(i)} \), we have \( \| A^{(i)} \| = 1 \).

(b) For two columns \( A^{(i)} \) and \( A^{(j)} \) with \( i \neq j \), show that

\[
\mathbb{P} \left[ \left| \langle A^{(i)}, A^{(j)} \rangle \right| \geq \eta \right] \leq 2 \cdot \exp \left( -\eta^2 k / 6 \right)
\]

(c) Show that for \( k \geq 18 \cdot \ln(n) / \eta^2 \), we have that the random matrix \( A \) satisfies the restricted isometry property with parameters \( (s, (s - 1) \cdot \eta) \), with probability at least \( 1 - O(1/n) \).