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Dialogue Systems



Modular Dialogue Systems
•Traditional system consists of 
modules

•Each module optimized with  
separate objective function

•Achieves good performance with small amounts of data

Problem: does not work well in general domains!



End-to-End Dialogue Systems
•A single model trained directly 
on conversational data

•Uses a single objective 
function, usually maximum 
likelihood on next response

•Significant recent work using neural networks to predict the next 
response. (Ritter et al., 2011; Sordoni et al., 2015; Shang et al., 2015)  



End-to-End Dialogue Systems
Advantages of end-to-end systems:

1) Does not require feature engineering (only architecture 
engineering).

2) Can be transferred to different domains.

3) Does not require supervised data for each module!
(collecting this data does not scale well)



Challenge #1: Data



Dialogue Datasets

•Building general-purpose dialogue systems requires lots of data

•The best datasets are proprietary

•We need large (>500k dialogues), open-source datasets to 
make progress



Ubuntu Dialogue 
Corpus

•Large dataset of ~1 million 
tech support dialogues

•  Scraped from Ubuntu IRC 
channel

•  2-person dialogues extracted 
from chat stream

Lowe*, Pow*, Serban, Pineau. “The Ubuntu Dialogue Corpus: A Large Dataset 
for Research in Unstructured Multi-Turn Dialogue Systems.” SIGDIAL, 2015.



Other Datasets
•Twitter Corpus, 850k Twitter dialogues (Ritter et al., 2011)

•Movie Dialog Dataset, 1 million Reddit dialogues (Dodge et al. 
2016)

•Our survey paper covering existing datasets: 
Serban, Lowe, Charlin, Pineau. “A Survey of Available Corpora for Building 
Data-Driven Dialogue Systems.” arXiv:1512.05742, 2015.

•Needs more work!



Challenge #2: 
Generic Responses



The Problem of Generic 
Responses

•Most models trained to predict most likely 
next utterance given context

•But some utterances are likely given any 
context!

•Neural models often generate “I don’t 
know”, or “I’m not sure” to most contexts

(Li et al., 2016)



Encoder-Decoder

• Use RNN to encode text 
into fixed-length vector 
representation

• Use another RNN to 
decode representation to 
text

• Can make this hierarchical Cho et al. “Learning Phrase Representations using RNN 
Encoder-Decoder for Statistical Machine Translation.” EMNLP 2014.
Serban, Sordoni, Bengio, Courville, Pineau. “Building End-to-End 
Dialogue Systems using Generative Hierarchical Neural Network 
Models” AAAI, 2015.



Variational Encoder- 
Decoder (VHRED)

•Augment encoder-decoder 
with Gaussian latent 
variable

• Inspired by VAE (Kingma & 
Welling, 2014)

•When generating first 
sample latent variable, 
then use it to condition 
generation

Serban, Sordoni, Lowe, Charlin, Pineau, Courville, Bengio. 
“A Hierarchical Latent Variable Encoder-Decoder Model for 
Generating Dialogues.” arXiv:1605.06069, 2016.



•VHRED generates longer responses with higher entropy
•Outperforms baselines in most experiments

Variational Encoder-Decoder
(VHRED)



Variational Encoder-Decoder
(VHRED)



Diversity-Promoting Objective

Li, Galley, Brockett, Gao, Dolan. “A Diversity-Promoting Objective 
Function for Neural Conversational Models.” arXiv:1510.03055, 2016.

•Uses new objective: maximize 
the mutual information 
between source sentence S 
and target T

•Can be considered a penalty 
on generic responses

•Gives slightly better results



Challenge #3: Evaluation



Automatic Dialogue Evaluation

•Want a fully automatic way of evaluating the quality of a 
dialogue system

•If there is no notion of ‘task completion’, this is very hard

•Current methods compare the generated system response to 
the ground-truth next response



Comparison of ground-truth 
utterance

Hey, want to go 
to the movies 
tonight?

Yeah, let’s go 
see that movie 
about Turing!

Nah, I’d rather 
stay at home, 
thanks.

Context
Generated 
Response

Ground-truth 
response

SCORE



Comparison of ground-truth 
utterance

Yes, let’s go 
see that movie 
about Turing!

Nah, I’d rather 
stay at home, 
thanks.

Generated 
Response

Ground-truth 
response

SCORE

1) Word-overlap metrics:
•BLEU, METEOR, ROUGE

2) Word embedding-based metrics:
•Vector extrema, greedy matching, 
embedding average 



Human study
•Created 100 questions each for Twitter and Ubuntu datasets (20 
contexts with responses from 5 ‘diverse models’)

•25 volunteers from CS department at McGill

•Asked to judge response quality on a scale from 1 to 5

•Compared human ratings with ratings from automatic evaluation 
metrics

Liu*, Lowe*, Serban*, Noseworthy*, Charlin, Pineau. “How NOT To Evaluate Your Dialogue System: 
An Empirical Study of Unsupervised Evaluation Metrics for Dialogue Systems.” EMNLP, 2016.



Goal (inter-annotator) 

Liu*, Lowe*, Serban*, Noseworthy*, Charlin, Pineau. “How NOT To Evaluate Your Dialogue System: 
An Empirical Study of Unsupervised Evaluation Metrics for Dialogue Systems.” EMNLP, 2016.



Reality (BLEU)

Liu*, Lowe*, Serban*, Noseworthy*, Charlin, Pineau. “How NOT To Evaluate Your Dialogue 
System: An Empirical Study of Unsupervised Evaluation Metrics for Dialogue Systems.” EMNLP, 
2016.



Reality (vector-based)

Liu*, Lowe*, Serban*, Noseworthy*, Charlin, Pineau. “How NOT To 
Evaluate Your Dialogue System: An Empirical Study of Unsupervised 
Evaluation Metrics for Dialogue Systems.” EMNLP, 2016.



Reality (ROUGE & METEOR)

Liu*, Lowe*, Serban*, Noseworthy*, Charlin, Pineau. “How NOT To Evaluate Your Dialogue 
System: An Empirical Study of Unsupervised Evaluation Metrics for Dialogue Systems.” EMNLP, 
2016.



Correlation Results

Liu*, Lowe*, Serban*, Noseworthy*, Charlin, Pineau. “How NOT To Evaluate Your Dialogue 
System: An Empirical Study of Unsupervised Evaluation Metrics for Dialogue Systems.” EMNLP, 
2016.



Next Utterance 
Classification

• Instead of evaluating model 
responses, can use an auxiliary task

•Have models predict next utterance 
in conversation from a list 
(multiple-choice style)

•  Mitigates problem with response 
diversity (and many other 
advantages!)

Lowe, Serban, Noseworthy, Charlin, Pineau. “On the Evaluation of 
Dialogue Systems with Next Utterance Classification.” SIGDIAL, 2016.



Summary
•End-to-end systems are promising, but we have a long way to go.

•Work on collecting larger, better datasets! This is the most useful 
for the community!

•Don’t rely on only word-overlap metrics like BLEU! Use human 
evaluations (for now…)



Thank you!
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Other curiosities

•Hard to evaluate when the proposed response has a 
different length than the ground-truth response 



Other curiosities

•Removing stop words from BLEU evaluation actually makes 
things worse


