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Announcements
• presentations	will	actually	be	9	minutes	
because	we	have	so	many	to	fit	in

• I	will	post	guidelines	on	the	final	project	
report	– think	of	it	as	a	short	(4-page)	paper

• I	will	send	you	your	midterm	and	assignment	
2	grades	tomorrow



Roadmap
• classification
• words
• lexical	semantics
• language	modeling
• sequence	labeling
• neural	network	methods	in	NLP
• syntax	and	syntactic	parsing
• computational	semantics
• machine	translation
• other	NLP	applications
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BLEU
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African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

Gold	standard:
African	National	Congress	opposes	

sanctions	against	Zimbabwe

learning	moves	
translations	left	or	
right	in	this	plot



African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

model score

BLEU
score

“ideal”	model

Gold	standard:
African	National	Congress	opposes	

sanctions	against	Zimbabwe



model score

BLEU
score

African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

Issue:
gold	standard	translation	is	often

unreachable by	the	model

Gold	standard:
African	National	Congress	opposes	

sanctions	against	Zimbabwe

Why?
limited	translation	rules,

free	translations,	
noisy	data
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gold	standard



model score
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score

Hinge	Loss
gold	standard

cost-augmented	prediction



model score

BLEU
score

Perceptron	Loss	for	MT?
(Collins,	2002)

reference

model	prediction
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model score
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Ramp	Loss	Minimization

model	prediction

“fear”		translation



model score

BLEU
score

“Fear”	Ramp	Loss
(Do	et	al.,	2008)

model	prediction

“fear”		translation



model score

BLEU
score

“Hope”	Ramp	Loss
(McAllester &	Keshet,	2011; Liang	et	al.,	2006)

model	prediction



model score

BLEU
score

model	prediction

“hope”		translation

“Hope”	Ramp	Loss
(McAllester &	Keshet,	2011; Liang	et	al.,	2006)



model score

BLEU
score

“Hope-Fear”	Ramp	Loss
(Chiang	et	al.,	2008;	2009;	Cherry	&	Foster,	2012;	

Chiang,	2012;	Gimpel &	Smith,	2012)

“hope”		translation

“fear”		translation



Experiments
(Gimpel,	2012)

Moses	%BLEU Hiero %BLEU

MERT 35.9 37.0

Fear	Ramp	(away	from	bad) 34.9 34.2

Hope	Ramp	(toward	good) 35.2 36.0

Hope-Fear	Ramp	(toward	good	+	away	from	bad) 35.7 37.0

averages	over	8 test	sets	across	3	language	pairs

Why	do	you	think	that	hope	ramp	works	better	than	fear	ramp?

I	think:	going	away	from	something	bad	does	not	
necessarily	mean	that	you	are	going	toward	something	good.

you	might	be	going	toward	something	else	that’s	bad!



Classification	Framework	for	Machine	Translation

• we	have	a	latent	variable,	so	this	becomes:

• we	maximize	over	the	latent	variable	AND	the	output!
• h could	be	word	alignments,	phrase	segmentations/	
alignments,	synchronous	CFG	derivations,	etc.

inference:	solve														_



• For	phrase-based	translation,	search	over:
– Segmentations	into	phrases
– Translations	for	each	phrase
– Orderings	of	the	translated	phrases

zimbabwe african national congresssanctions againstopposition to

ANC opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

african national congress opposes sanctions against zimbabweReference:



• For	phrase-based	translation,	search	over:
– Segmentations	into	phrases
– Translations	for	each	phrase
– Orderings	of	the	translated	phrases

zimbabwe african national congresssanctions againstopposition to

ANC opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

african national congress opposes sanctions against zimbabweReference:

This	search	problem	is	NP-hard	(Knight,	1999)
Approximate	beam	search	is	used	in	practice



African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

African National Congress opposes
sanctions against Zimbabwe

Reference translation:

Koehn et al. (2003)

Phrase-Based Machine Translation



African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

African National Congress opposes
sanctions against Zimbabwe

Reference translation:

 1 非国大 / African National Congress
 2 反对 /  opposition to
 3 反对 /  is opposed to
 4 制裁 /  sanctions
 5 制裁 津巴布韦 /

sanctions against Zimbabwe
...

Phrase TableKoehn et al. (2003)

Phrase-Based Machine Translation



African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

African National Congress opposes
sanctions against Zimbabwe

Reference translation:

 1 非国大 / African National Congress
 2 反对 /  opposition to
 3 反对 /  is opposed to
 4 制裁 /  sanctions
 5 制裁 津巴布韦 /

sanctions against Zimbabwe
...

Phrase Table

opposition to

African National Congress

2

1

Koehn et al. (2003)

Phrase-Based Machine Translation



African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

African National Congress opposes
sanctions against Zimbabwe

Reference translation:

 1 非国大 / African National Congress
 2 反对 /  opposition to
 3 反对 /  is opposed to
 4 制裁 /  sanctions
 5 制裁 津巴布韦 /

sanctions against Zimbabwe
...

Phrase Table

opposition to
opposition to sanctions

against Zimbabwe

African National Congress

African National Congress
is opposed to

2 5

3

1

Koehn et al. (2003)

Phrase-Based Machine Translation



African
National
Congress opposition sanction Zimbabwe

非国大 反对 制裁 津巴布韦

African National Congress opposes
sanctions against Zimbabwe

Reference translation:

 1 非国大 / African National Congress
 2 反对 /  opposition to
 3 反对 /  is opposed to
 4 制裁 /  sanctions
 5 制裁 津巴布韦 /

sanctions against Zimbabwe
...

Phrase Table

opposition to sanctions
against Zimbabwe

African National Congress

1
opposition to

opposition to sanctions
against Zimbabwe

African National Congress

African National Congress
is opposed to

2 5

3

1

Koehn et al. (2003)

Phrase-Based Machine Translation



zimbabwe african national congresssanctions againstopposition to

zimbabwe african national congresssanctions onopposition to

zimbabwe african national congress sanctionsopposition to

zimbabweafrican national congress sanctions againstopposition to

zimbabweafrican national congress sanctions againstoppose

1

2

3

4

5

other	useful	inference	tasks:	
• find	k-best	translations

-11.8

-12.1

-12.4

-12.9

-13.5

Rank Score



typical	lattices	contain	up	to	1080 paths!	
(but	not	all	are	unique	translations)

zimbabwe

zimbabwe

zimbabwe

african national congress

african national congress

african national congress

african national assembly
african
national
congress

sanctions against

sanctions on

sanctions against

sanctions

sanctions against

opposition to

opposition to

opposition tozimbabwe

is opposed to

other	useful	inference	tasks:	
• find	phrase	lattice	of	translations



Neural	Networks	and	Machine	Translation

• current	trend	in	MT	research	is	to	use	neural	
networks	for	everything

• “neural	MT”	typically	refers	to	approaches	
that	only	use	neural	networks

• but	most	MT	systems	combine	traditional	
phrase-based	models	with	features	based	on	
neural	networks



ACL	2014	(best	paper	award)



ACL	2014



ACL	2014



Neural	MT



EMNLP	2013



EMNLP	2013



EMNLP	2014



EMNLP	2014



NIPS	2014
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ICLR	2015



Other	NLP	Tasks	and	Applications
• coreference resolution
• question	answering
• summarization
• dialogue	systems



Other	NLP	Tasks	and	Applications
• coreference resolution
• question	answering
• summarization
• dialogue	systems



Coreference Resolution
• determine	which	pieces	of	text	refer	to	the	
same	referent:
– President	Obama	selected	ten	delegates	after	
receiving	recommendations	from	his cabinet	
members.	They spent	all	day	Saturday	working	on	
their recommendations	for	him.	



Other	NLP	Tasks	and	Applications
• coreference resolution
• question	answering

– factoid	question	answering
– machine	comprehension

• summarization
• dialogue	systems



IBM’s	Watson



IBM’s	Watson



Classifying	Questions	into	“Lexical	Answer	Types”



Other	NLP	Tasks	and	Applications
• coreference resolution
• question	answering
• summarization
• dialogue	systems



Automatic	Summarization
• given	a	document,	produce	a	summary	of	a	
provided	length

• vast	majority	of	systems	are	extractive:	they	
extract	content	from	the	document
– this	is	safer,	since	the	document	is	presumably	
grammatical

– but	this	limits	applicability
• some	work,	especially	recently,	that	tries	to	do	
abstractive	summarization
– typically	based	on	intermediate	semantic	
representations	or	neural	networks



baseline	=	take	first	100	words	of	document

regarding	 the	first	two	years	of	DUC:	

AAAI	2005



Machine	Comprehension
Can	a	machine	read	a	document	and	

answer	questions	about	it?
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• 660	fictional	stories,	written	at	a	4th grade	reading	level

• 4	multiple	choice	questions	per	story



Once	there	was	a	boy	named	Fritz	who	loved	to	draw.	He	drew	
everything.	In	the	morning,	he	drew	a	picture	of	his	cereal	with	
milk.	His	papa	said,	“Don’t	draw	your	cereal.	Eat	it!”	
After	school,	Fritz	drew	a	picture	of	his	bicycle.	His	uncle	said,	
“Don't	draw	your	bicycle.	Ride	it!”
…
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Once	there	was	a	boy	named	Fritz	who	loved	to	draw.	He	drew	
everything.	In	the	morning,	he	drew	a	picture	of	his	cereal	with	
milk.	His	papa	said,	“Don’t	draw	your	cereal.	Eat	it!”	
After	school,	Fritz	drew	a	picture	of	his	bicycle.	His	uncle	said,	
“Don't	draw	your	bicycle.	Ride	it!”
…

What	did	Fritz	draw	first?
A)	the	toothpaste
B)	his	mama
C)	cereal	and	milk
D)	his	bicycle
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Once	there	was	a	boy	named	Fritz	who	loved	to	draw.	He	drew	
everything.	In	the	morning,	he	drew	a	picture	of	his	cereal	with	
milk.	His	papa	said,	“Don’t	draw	your	cereal.	Eat	it!”	
After	school,	Fritz	drew	a	picture	of	his	bicycle.	His	uncle	said,	
“Don't	draw	your	bicycle.	Ride	it!”
…

What	did	Fritz	draw	first?
A)	the	toothpaste
B)	his	mama
C)	cereal	and	milk
D)	his	bicycle
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Once	there	was	a	boy	named	Fritz	who	loved	to	draw.	He	drew	
everything.	In	the	morning,	he	drew	a	picture	of	his	cereal	with	
milk.	His	papa	said,	“Don’t	draw	your	cereal.	Eat	it!”	
After	school,	Fritz	drew	a	picture	of	his	bicycle.	His	uncle	said,	
“Don't	draw	your	bicycle.	Ride	it!”
…

What	did	Fritz	draw	first?
A)	the	toothpaste
B)	his	mama
C)	cereal	and	milk
D)	his	bicycle
E)	everything

62
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James	the	Turtle	was	always	getting	in	trouble.
…

What	is	the	name	of	the	trouble	making	turtle?
A)	Fries
B)	Pudding
C)	James
D)	Jane

• Some	questions	are	much	easier

• Simple	word	overlap	baseline	gets	63%	correct



64

institution year accuracy	(%)

TTI-Chicago 2015 69.9

Carnegie	Mellon 2015 67.8

University	College	London 2015 66.0

MIT 2015 63.8

Microsoft Research 2013 63.3

MCTest Leaderboard



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing
– coreference
– word	embeddings

65



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
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Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing

67

output	of	Stanford	dependency	parser



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing

68

Fritz	draw	X	first



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
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Fritz	draw	X	first

Fritz	draw	the	toothpaste	first
Fritz draw his mama first
Fritz draw cereal and milk first
Fritz draw his bicycle first



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing
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Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing

71

output	of	Carnegie	Mellon	frame	semantic	parser



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing
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Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing
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Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing
– coreference

74



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing
– coreference

75

output	of	Stanford	coreference resolution	system



Our	system	uses	several	types	of	automatic	
linguistic	analysis:

– dependency	parsing
– frame	semantic	parsing
– coreference
– word	embeddings
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Once	there	was	a	boy	named	Fritz who	loved	to	draw.	He	drew	
everything.	In	the	morning,	he	drew	a	picture	of	his	cereal	with	
milk.	His	papa	said,	“Don’t	draw	your	cereal.	Eat	it!”	
…
What	did	Fritz	draw	first?
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Once	there	was	a	boy	named	Fritz who	loved	to	draw.	He	drew	
everything.	In	the	morning,	he	drew	a	picture	of	his	cereal	with	
milk.	His	papa	said,	“Don’t	draw	your	cereal.	Eat	it!”	
…
What	did	Fritz	draw	first?

transformed	question	(using	dependency	parsing):
Fritz	draw	cereal	and	milk	first

Fritz	≈	he			 (coreference,	frame	semantics)
draw	≈	drew			 (word	embeddings,	frame	semantics)
with	milk	≈	and	milk (word	embeddings)

78



Removing	Features	One	at	a	Time

69.9

67.6
67.9

68.4 68.3

64

65

66

67

68

69

70

71

72

all	features

remove	dependency	parsing

remove	frame	semantics

remove	coreference

remove	embeddings

Ac
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